
We	propose	parsimonious	Bayesian	deep	networks	(PBDNs)	to	
infer	capacity-regularized	network	architectures	from	the	data:	
	
Ø Use	Bayesian	nonparametrics	(gamma	process)	to	determine	
the	size	of	a	hidden	layer.	
	

Ø Use	 a	 forward	 model	 selecBon	 strategy	 to	 determine	 the	
depth	of	the	network.	
Ø Capacity	 regularizaBon	 is	 built	 into	 the	 greedy-layer-wise	
construcBon	 and	 training	 of	 the	 deep	 network,	 requiring	
neither	cross-validaBon	nor	fine-tuning.		
Ø Inference	 via	 Gibbs	 sampling	 or	 MAP-SGD,	 low	
computaBonal	complexity	for	out-of-sample	predicBon.	
Ø Interpretable	data	subtypes	near	the	decision	boundaries.	
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Figure	1:	VisualizaBon	of	PBDN,	each	layer	of	which	is	a	pair	of	iSHMs	trained	on	a	
“two	spirals”	dataset	under	two	opposite	labeling	seRngs.	
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