
�Mixture modeling infers probability random measures to assign data 

points into clusters (mixture components).

�Since the number of points assigned to clusters are counts, we 

consider mixture modeling as a count-modeling problem.

�The NB distribution, parameterized by a dispersion parameter and a 

probability parameter, is used to model overdispersed counts.

�The NB distribution is a gamma-Poisson mixture distribution (for 

hierarchical construction), and can also be represented as a compound 

Poisson distribution (for inference tractability). 

�The Poisson process provides not only a way to generate 

independent counts from each partition of the space, but also a 

mechanism for mixture modeling, which allocates the observations into 

any measurable disjoint partition of space, conditioning on the total 

count and the normalized mean measure.

�We develop data augmentation methods unique to the 

negative binomial (NB) distribution. 

�We perform joint count and mixture modeling under the NB 

process, using completely random measures (Poisson process, 

gamma process, beta process, NB process) that are simple to 

construct and amenable for posterior computation.

�We propose to augment-and-conquer the NB process: by 

“augmenting” a NB process into both the gamma-Poisson and 

compound Poisson representations, we “conquer” the 

unification of count and mixture modeling, the analysis of 

fundamental model properties, and the derivation of efficient 

Gibbs sampling.

�We show that the gamma-NB process can be reduced to the 

hierarchical Dirichlet process with normalization, highlighting its 

unique theoretical, structural and computational advantages.

� A variety of NB processes with distinct sharing mechanisms 

are constructed and applied to topic modeling, with 

connections to existing algorithms, showing the importance of 

inferring both the NB dispersion and probability parameters.
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