
Non-parametricBayesiantechniquesare consideredfor learning
dictionariesfor sparseimagerepresentations,with applicationsin
denoising, inpainting and compressivesensing. The four main
contributionsof our paperare:

üThedictionaryis learnedusinga beta processconstruction,and
therefore the number of dictionary elementsand their relative
importancemaybe inferrednon-parametrically.
üForthe denoisingandinpaintingapplications,we do not haveto
assumea priori knowledgeof the noisevarianceor sparsitylevel.
üThespatialinter-relationshipsbetweendifferent componentsin
imagesare exploitedby useof the Dirichletprocessand a probit
stick-breakingprocess.
üUsing learned dictionaries, inferred off-line or in situ, the
proposedapproachyieldsCSperformancethat is markedlybetter
thanexistingstandardCSmethodsasappliedto imagery.
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Introduction

Model and Inference

ÇFull likelihood of the Model

ÇGibbs Sampling Inference

Ç Image denoising

Ç Image inpainting

Applications

ÇCompressive sensing
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480*321 RGB
80%Pixels 
Missing

150*150*210 
Hyperspectral

95%Pixels 
Missing

Image size: 480 by 320,  2400 8 by 8 patches, 153600 coefficients are estimated

Over-complete DCT Learned Dictionary

Spectral band 50 Spectral band 90

Original                   Restored

845*512*106 Hyperspectral, 98%pixels missing

Original Scene

Original                   Restored


