
clouds	

sunset	

landscape	
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which	means	that	 the	first	hidden	 layers	of	both	modali6es	only	share	their	
gamma	 shape	 parameters	 but	 have	 adap6ve	 scale	 parameters	 to	 suit	
different		input	scales.	

To	 handle	 different	 input	 data	 scales,	 we	 propose	 to	 modify	 the	 mPGBN	
model	as	following	

From	the	top	to	boCom,	the		genera6ve	model	is	expressed	as	

Mul6modal	learning	prefers	models	can	
Ø extrac6ng	a	joint	representa6on	
Ø filling	in	missing	modality		
Ø exploi6ng	the	connec6ons	between	different	data	modali6es		

However,	most	exis6ng	methods	
Ø  fall	short	of	extrac6ng	interpretable	mul6layer	hidden	structures	
Ø have	trouble	visualizing	the	rela6onships	between	modali6es	
Ø need		to	normalize	scales	of	input	data		

Thus,	we	propose	a	novel	deep	mul6modal	model	whose	latent	mul6layer	
network		can	be	easily	interpreted	based	on	Poisson	Gamma	Belief	Network	
which	can	be	represented	as	deep	LDA	equivalently.	

Mul$modal	Poisson	Gamma	Belief	Network	
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If	the	observa6ons	are	high-dimensional	sparse	binary	vectors																						,		
they	are	factorized	as	

				If	the	observa6ons	are	high-dimensional	nonnega6ve	real-value	vector		
	,	they	are	factorized	as		

The	upward-downward	sampler	can	be	applied	to	train	the	hidden	layers	of	
mPGBN	jointly,	with	the	sampling	update	equa6on	for	the	first	hidden	layer	
replaced	as		

where	 the	 both	 modali6es	 influence	 the	 condi6onal	 posteriors	 of	 hidden	
layers.		

We	 construct	 a	 novel	 mul6modal	 PGBN	 that	 well	 captures	 	 the	
correla$ons		between	different	modali$es	at	mul6ple	levels	of	abstrac6on	
and	these	coupled	topics	visualized	by	our	structure	exhibit	an	 increasing	
level	of	abstrac6on	when	moving	towards	a	deeper	hidden	layer.	
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